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ABSTRACT

A real-structure based 3-D micromechanical computational model of poly (lactic acid) nanocomposites
reinforced by randomly oriented halloysite nanotubes (HNTs) was developed and compared with an
idealized model (conventional model) and experimental results. The developed idealized model consists
of nanotubes with fixed aspect ratio and the proposed alternative real-structure based model takes the
experimentally observed variations of HNTSs sizes, impurities and aspect ratios into account. The re-
quirements of the 3-D HNTs nanocomposite models have been explored by testing idealized, real
structure based models, as well as models with hollow and solid cylinder-like reinforcements with varied
amounts of HNTs. A unit cell model with cylindrical reinforcements (representing HNTs) and at least 30
inclusions gave promising results, provided the model includes actual information about HNT's size
ranges and aspect ratios. Numerical studies were validated with experimental investigations and the
developed real-structure based model gave more accurate results than idealized and analytical models.

© 2014 Elsevier Ltd. All rights reserved.

1. Introduction

Polymer nanocomposites (PNCs), formed by incorporating small
amounts of nano-scaled fillers into the polymeric matrices,
demonstrate significantly enhanced physical and chemical prop-
erties. While the most widely considered nanoscale reinforcements
are with carbon nanotubes (CNTs), graphene and layered nano-
clays, a growing interest in the scientific community is attracted
now to other, alternative nanoscale reinforcements, one of which is
with halloysite nanotubes (HNTs). HNTs are natural, hollow and
tubular shaped aluminosilicates with an external diameter of
20—200 nm, internal diameter of 17—50 nm, and length of
100—5000 nm [1]. HNTs have improved the elastic modulus of
polyamide, epoxy and chitosan composites by 31, 22 and 21% at
their optimum concentration, respectively [2—4]. These improve-
ments are due to the nanoreinforcement effect of well dispersed
HNTs and the matrix-HNTs interfacial interactions facilitated by the
hydroxyl and siloxane groups originating from the edges/defect
walls and surface of nanotubes, respectively.

* Corresponding author. Tel.: +60 3 55146211; fax: +60 55146207.
E-mail  addresses:  pooria.pasbakhsh@monash.edu,  ppooria@gmail.com
(P. Pasbakhsh).

http://dx.doi.org/10.1016/j.polymer.2014.09.057
0032-3861/© 2014 Elsevier Ltd. All rights reserved.

A number of theoretical and numerical models have been
developed to link the microscale structures and mechanical prop-
erties of composites [5,6]. Gomez-del Rio et al. [7] demonstrated
that the elastic modulus of composites (E.) predicted by Mor-
i—Tanaka (M—T), Halpin—Tsai (H—T) and Cox models correspond
well to the experimental results obtained on poly (ethylene tere-
phthalate)/CNTs nanocomposites. Moreover, experimental results
of E. of PLA/HNTs nanocomposites have been validated with the
H—T model [8].

Computational models of composites can be categorized into a
unit cell approach and real micro-structure based modelling, based
on finite element and other multi-step modelling methods. While
2-D FE approach has been used to evaluate E. by many researchers
[9—11], the evidence shows that its predicted properties signifi-
cantly differ from 3-D FE models [12]. While the evaluation of
properties of composites and nanocomposites with aligned fibres is
relatively an easy task [5], the determination of mechanical prop-
erties of nanocomposites with randomly oriented, tubular shaped
fillers in 3-D space is still a challenge. Dai and Mishnaevsky ]Jr.
[13,14] and Wang et al. [ 15] used the Python based code to generate
3-D FE models, and to analyse the effect of nano-reinforcement
shapes and distributions on the mechanical behaviour of nano-
clay reinforced polymers. The evaluation of the thermo-mechanical
properties using FE models of randomly oriented CNTs [16] and
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fibre [17] based composites have also been reported. Hine et al. [ 18]
generated a fibre length distribution profile (polydispersed) using a
Monte Carlo algorithm and developed a 3-D, randomly positioned,
but aligned fibre consisting model to predict the E.. Yet, all the
listed studies do not provide experimental validation of the
computational studies (as for the case of microscale whisker rein-
forced composites by Lee et al. [19], for instance). Table 1 gives a
short overview of various 3-D models of composites reinforced
with randomly oriented and tubular shaped fillers with only a few
experimental validated studies.

The introduction of real experimental parameters of nanoscale
structures can improve the numerical estimations of material
properties. Sheidaei et al. [20] created a 3-D model of poly-
propylene (PP)/HNTs nanocomposite using an image processing
technique by stacking a series of scanning electron microscopy
(SEM) micrographs of adjoining layers obtained by slicing the
composite with a focussed ion beam. A real micro-structure based
2-D model of PP/clay composites is also reported by Dong et al. [21].
While these types of real structure based models gave more precise
evaluation than the idealized unit cell models, they require much
larger computation resources and longer simulation times.

Thus, the formulation of computational models (which reflect
real structures of nanomaterials and is easy enough to carry out
serial simulations and virtual testing of structures) is an important
step to the optimal design of nanocomposites. In this work, efficient
and real structure-based unit cell models of HNTs based polymer
nanocomposites were developed considering the variation of di-
mensions of HNTs and its impurities. This efficient 3-D model was
compared with the idealized model (conventional modelling
approach) and the FE results from both models were compared
with the experimental results of PLA/HNTs nanocomposites pre-
pared by melt compounding in order to validate the accuracy of the
models.

2. Model formulation
2.1. Idealized unit cell model of randomly oriented HNTS

A number of unit cell models with randomly distributed HNTSs
were generated. FE modelling was carried out with COMSOL Mul-
tiphysics (v 4.3), Structural Mechanics Module (static linear mod-
ule) together with the “Live Link” extension to MATLAB. HNTs were
modelled as cylinders with the length of 300 nm (based on the
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most frequently observed HNTs, see Fig. 1) and the aspect ratio of 12
[1]. In the cell, the central positions (x, y and z) and Euler angles of
the nanotubes (# and ¢) were randomly generated with “live link”
extension to MATLAB in COMSOL. Overlapping of nanotubes within
the RVE space was avoided by assigning a minimum gap in-
between themselves (the minimum gap was greater than the
minimum mesh size for each model). To ensure a periodic struc-
ture, any parts of the nanotubes which were cut by a given face in
the unit cell were placed on the opposite face with the same
orientation. This was implemented with the aid of Boolean oper-
ator in COMSOL. An example of the generated idealized FE model or
RVE is given in Fig. 2(a).

2.2. Input data and boundary conditions

Material properties of the matrix (PLA) and nanotubes (HNTs)
are listed in Table 2. Elastic modulus of HNTs (Ey) is reported as
71133 GPa [24] and 140 GPa (average) [25]. In this study Ey
assumed at the level of 140 GPa according to the average Ey
(140 GPa) reported by Lecouvet et al. [25] and following the nu-
merical studies conducted for the same type of HNTs (Matauri Bay
from Imerys) [20]. Displacement controlled symmetric boundary
conditions were applied to the RVEs. The boundary conditions are
as follow;

u(BCFG) =0
v(ABGH) = 0 )
w(HGFE) = 0
v(DCFE) = —6

Letters A—H denote to the points as marked in Fig. 2(a) which
used to represent the planes.u, vand w denote to the displacements
in X, Yand Z direction, respectively. ¢ is the prescribed displacement
applied on the plane. As described in equation (1), displacements of
the planes BCFG, ABGH, HGFE was restricted in the normal direc-
tion and a prescribed displacement was applied to the plane DCFE.
Prior to simulations, the nanotubes and matrix of the models were
separately meshed with tetrahedral elements (Fig. 2(c) and (d)).

E. was determined in the simulations, using the linear solver of
COMSOL by assigning a prescribed displacement of 1% strain
(linearity was confirmed experimentally) with a step size of 0.25%
on plane DCFE. After simulating the model, stress on the strain
applied area (plane DCFE) was determined and plotted against
applied strains. Then the gradient of the plotted curve was

Accuracy of predicting elastic modulus of (nano)composites reinforced by randomly oriented, tubular shaped fillers in 3D space using FE and analytical models.

Composite type Varied factors Methods Difference between
- methods
Aspect ratio Amount

polypropylene/HNT [20] — 5wt 1. Experimental 1&2is8.8%
2. Object oriented — FEA 1&3is5.7%
3. Statistical (TPCF) — FEA

Alloy/whiskers [14] - 15 v% 1. Experimental 1&2is 1.6%
2. FEA 1&3is 6.6%
3. H-T model

polyamide/cylindrical filler [13] 5 5v% 1. FEA (ideal model) 1&2is =1%
2. FEA (correlated model)

Epoxy/CNT [16] 100—1000 1-10 v% 1. FEA (3D RVE) 1 & 3is 3.5-36.5%
2. FEA (2D RVE)
3. H—T model

Polymer/cylindrical shape filler [22] 50 3v% 1. FEA 1&2is9.6%
2. Mori—Tanaka 1&3is4.5%
3. Statistical (TPCF)

Short fibre reinforced alloy [17] 1-15 10—-40 v% 1. FEA 1&2is =3%
2. Self-consistent method

Poly(methyl methacrylate)/CNT [23] 10—1000 Up to 0.4 v% 1. Mori—Tanaka —
2. Micromechanics with interphase
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Fig. 1. Histogram of frequency versus HNT length. The data was obtained by measuring individual HNTs based on TEM images (insets).

calculated to determine the E.. Five different models (with different
random orientations of HNTs) were simulated to calculate the
average E. for each composition (2.5, 5, 7.5 and 10 (w/w %) of HNTSs).

2.3. Real structure parameters based unit cell model

To improve the presented idealized model, factors such as var-
iations of the length, diameters, range of aspect ratios and impu-
rities of HNTs were considered to make a real structure based
model. The HNTs consisted of long and thin, short and stubby,
tubular, un-wrapped and spheroidal nanotubes, and some impu-
rities [1]. Therefore, length profile details of HNTs were evaluated
by taking 50 measurements of HNTs' lengths out of 30 TEM mi-
crographs (histogram, Fig. 1), where the lengths were categorized
to 7 segments from O to 1600 nm. The mean value of each segment
was selected as the length of the cylinders for the model and the
representation of the nanotubes were decided based on the fre-
quency parameter of the histogram. 9, 25.2, 10.8, 14.4, 14.4, 9 and
7.2% of HNTs represented mean lengths of 125, 300, 400, 500, 650,
900 and 1300 nm, respectively. The level of 10% was chosen as the
percentage of impurities [1]. The average diameter of each segment
was also inserted as the input parameter in the model. The real
structure based RVEs were modelled and simulated in a similar way
to the idealized model as described in Section 2.1 and 2.2 (Fig. 2(b)).

3. Model analysis and parameter studies
3.1. Parameter studies: sensitivity to the number of nanotubes

The effect of the RVE sizes (i.e. amount of reinforcing particles)
on the output of simulations was studied by testing the models
with 10, 30 and 60 nanotubes (Table 3). Although the statistical
analysis (one-way ANOVA) revealed that the deviations of the
predicted modulus values are not statistically significant in the
models with 10, 30 and 60 nanotubes (P > 0.05) the model with 10
tubes somewhat showed larger deviations from the results with 30
and 60 tubes (Table 3). The difference between the E. calculated
using the models with 30 and 60 tubes is 0.0019, which is rather
small. Similar results were reported in the literature [12,26].

Therefore in this study, the model with 30 tubes was used to
evaluate E, to avoid the overlong computational time.

3.2. Solid cylinder model versus hollow cylinder model

The permissibility of the representation of hollow (HC) cylinder
HNTs by a solid cylinder (SC) in the simulations was evaluated. Two
simple models (with only one tube/cylinder reinforcements) were
developed. The length and aspect ratio of both SC and HC models
were set to 300 nm and 12, respectively (see Section 3.1). The RVEs
were modelled as cuboids where the length was 400 nm. The unit
cell size was determined by calculating the corresponding volumes
of PLA/HNTs nanocomposite, reinforced with 2.5 (w/w %) of HNTs
and symmetric boundary conditions were applied. E. for SC and HC
based materials were determined to be 1.905 and 1.948 GPa,
respectively, which is a 2.2% difference. Therefore, SC was selected
as the simplified geometrical entity to represent HNTs in the
developed multi-element 3-D models in this study. The error dif-
ference between the RVEs could be reduced when the number of
nanotubes increases; the difference between SC and HC based
models were reduced to 1.6% when the RVEs with 2 nanotubes each
were simulated (not shown here). Moreover, it is valid to model
HNTs as solid cylinders since no evacuation has been conducted
(Section 4.1) to remove the air from HNTs' lumen space to promote
polymer chain penetration.

3.3. Idealized model versus real structure based model

The simulated E. of the real structure based model shows less
deviation from the experimental data compared to the idealized
model; especially at high HNTs concentrations (7.5 and 10 (w/w %))
(Fig. 3). For instance, at 10 (w/w %), simulated E. values of idealized
and real structure based models deviate from the experimental
results by 14.97% and 10.3%, respectively. This could be mainly due
to the (i) presence of a range of aspect ratios (5—12), (ii) effective
reduction of ‘contact surface area to RVE volume ratio’ (§) and (iii)
modelling impurities as spheres in real structure based model
compared to the idealized model. When the aspect ratio of the
fillers decreases, longitudinal modulus decreases [18,23,27,28].
Hence, in a real structure based model the presence of tubes with
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Fig. 2. RVE with randomly distributed fillers. (a) idealized, (b) real structure based models of nanocomposite with 5 (w/w %) of HNTs, (c) & (d) Meshed RVE models and (e) one of

the side views of the meshed RVE.

lower aspect ratios (<12) in the axial direction could result in
reduction of E.. Moreover, a range of aspect ratios of fillers lead to
effective reduction of &; for instance at 5 (w/w %), ¢ of idealized and
real structure based models are 43 x 10> nm~! and
0.793 x 1073 nm™!, respectively. When ¢ decreases, the efficiency of

stress transfer from the matrix to fillers decreases. Furthermore,

Table 2
Assigned material properties in the simulations.
Elastic modulus (GPa) Density (kg/cm?) Poisson ratio
PLA 1.445 1250 0.35
HNT 140 2500 0.2

modelling the impurities as spherical elements within the RVE led
to inefficient stress transfer from matrix to the impurities. The ef-
ficiency of stress transfer from matrix to spherical shaped fillers is
lower than the angular particles, cylinders, disks and elliposides
[15,29]. Predicted E. values of real structure based model converge

Table 3

Sensitivity of the number of nanotubes.
Number of nanotubes Modulus results from FEA Standard deviation
10 1.695 GPa 0.0958
30 1.795 GPa 0.0890

60 1.835 GPa 0.0871
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Fig. 3. Elastic modulus versus weight percentage of HNTs; ( 4 ) experimental results,
results from real structure based ( A ) and idealized (M) models, and Halpin—Tsai (@)
model.

towards the experimental results compared to the idealized model,
but the difference between the two models is statistically insig-
nificant for all the compositions (tested with two-way ANOVA and
P > 0.05). The accuracy of the real structure based model can be
further enhanced by (i) introducing aggregates of HNTs in to the
model, (ii) modelling the interphase of nanotubes separately and
(iii) increasing the average sample size (calculate E. of each
composition with at least 10 models instead of 5).

3.4. Real structure based FE model versus Halpin—Tsai model

In this section the real structure based model is compared with
the modified Halpin—Tsai (H—T) model [8]. The elastic modulus of
the composite according to the H—T model can be expressed as;
Ec 3 5

E_gEL +§ET (2)

where E; and Er are the longitudinal and transverse modulus,
respectively which can be obtained from the following equations:

1+ (271) Tl]__VH

EB=——75— Vi (3)
o 1+ 2ntVy
Ty @
where
e)-
n=———t (5)
(EH/Em-+2§)
and
£)-
L v/ 6
"= B /Em + 2) ©

In the equations, E denotes to the elastic modulus and V is the
volume fraction. Subscript letters H, m, L and T refer to HNT, matrix,
longitudinal and transverse, respectively. [ is the HNT's length and
dis the HNT's diameter. To compute the H—T model, Ey, Er, and (I/d)
assumed to be 140 GPa, 1.445 GPa and 12, respectively.

The results of H-T model represent a linear function, with a
regression correlation value (R?) of 0.996, while real structure
based model values can be approximated by a second order poly-
nomial (Fig. 3). FE model captures the nonlinear trend of experi-
mental E. well compared to the H-T model, which reflects the
interference between the stress fields of HNTs as the fraction in-
creases. At lower HNTs concentrations, E. of the real structure based
model and the H-T model do not vary appreciably, but beyond 5
(wjw %), Ec of real structure based model is well below the H-T
model. The deviations could be mainly attributed to the assumption
of the constant length and diameter (or fixed aspect ratio), used in
the H—T model. Moreover, the contact surface areas of nanotubes
are not taken into account in the H—T model. Lee et al. [19] made a
similar comparison between the FE and H—T models, and reported
that the H—T model has 6.6% of error compared to FE model in
predicting E..

3.5. Stress and strain distribution

Fig. 4 shows the Von-Mises stress distribution in a surface cross
section of idealized model with 5 (w/w %) HNTs. The highest
stresses are localized at the nanotube's surface and the areas of high
stresses extend with increasing the applied strain which shows the
importance of the interface between matrix and fillers. The influ-
ence of interface on E. has been proven in other works by modelling
the interface separately [ 15]. Moreover, the stress concentration (in
the axial direction) in the matrix is higher when tubes are close to
each other (Fig. 4). The orientation of HNTs can also substantially
influence the local stresses in a unidirectional tensile mode [21].
Nanotubes aligned with the applied load direction are subjected to
higher stresses than other nanotubes. The stress distribution was
determined for several HNTs which are aligned approximately
(6 = 86—90° and ¢ = 84—90°) in the direction of the applied load
along the nanotube length (0—300 nm) at different applied strains
(Fig. 5; stress distribution is illustrated only for one tube). The stress
distribution corresponds to Cox theory, with maximum stresses in
the centre and minimum at the edges of the nanotube [30]. This
suggests that the micromechanical phenomenon of stress trans-
formation from matrix to the filler, is also valid for the nano-scaled
tubular inclusions. This relationship corresponds to the HNTs with
different aspect ratios in the real structure based model too (not
shown here).

Fig. 6 illustrates the elastic strain in the axial direction at surface
cross section of idealized model with 5 (w/w %) HNTs. Shear band is
initiated at the interface of nanotubes and propagates inside the
matrix. As applied strain increased, the deformation (strain con-
tours) became wider, but did not exceed the elasticity even at 1%
applied strain [19]. The closely located HNTs led to higher local
strain levels in the direction of applied load (Fig. 6; as circled)
[11,21].

4. Experimental investigations of the deformation of PLA/
HNTs nanocomposites

4.1. Fabricating PLA/HNTs nanocomposites

Prior to blending, poly (lactic acid) (PLA, grade 3051D from
Nature Works Ingeo) and HNTs were dried at 50 °C for 12 h. PLA
nanocomposites containing 0, 2.5, 5, 7.5 and 10 (w/w %) of HNTs
were prepared by melt blending in a Brabender-internal mixer at
two different rotor speeds and temperatures. Blends were first
mixed for 3 min at 30 rpm and 170 °C (during the loading of HNTs),
and then mixed for another 5 min at 60 rpm and 180 °C (during
mixing). The batch was extracted from the mixing chamber and
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Fig. 4. Von-Mises stress distribution at surface cross section of idealized model with 5 (w/w %) HNTs at applied strains. The direction of the applied strain is horizontal to the figure.
Colour codes blue to red depict the magnitudes of the stress. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this

article.)

compression moulded into films with thickness of 180—320 pm
using a hot-hydraulic press at 180 °C and 5 MPa for 7 min.

4.2. Experimental results: tensile properties
Tensile properties of PLA/HNTs nanocomposites were measured

using a strip tensile method based on the ASTM D882-02 standard.
The nanocomposites yielded an optimum tensile strength

(¢ = 52.5 + 1.7 MPa) at 5 (w/w %), which is 22% higher than the
control sample (Fig. 7). However ¢ decreased thereafter with
addition of HNTs, but remained higher than the control sample. E.
also increased with addition of HNTs up to 5 (w/w %) and beyond
that it did not increase appreciably. However, E. improved by
16.26% with addition of 10 (w/w %) HNTs. The increment of ¢ and E.
could be attributed to the effective stress transfer which was
facilitated by the interfacial interaction between PLA and HNTs. End
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Fig. 5. Stress distribution along the length of an aligned cylinder in idealized model. The aligned cylinder is highlighted in the inset figure.
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Fig. 6. Axial strain distribution at surface cross section of idealized model with 5 (w/w %) HNTs at applied strains. The direction of the applied strain is horizontal to the figure.

hydroxyl groups of PLA could possibly interact with external sur-
face siloxane groups of HNTs via hydrogen bonding [31] or the
hydroxyl groups at octahedral groups of HNTs may interact with
carbonyl groups (C=0) of PLA [32]. Furthermore, the improve-
ments of tensile properties were significant at lower HNTs con-
centrations due to the better dispersion of HNTs (compare
micrographs; Fig. 8(a, b) versus (c, d)). Unlike ¢ and E, strain at
break (&) decreased with addition of HNTs and this could be due to
the higher structural rigidity of the HNTs reinforced nano-
composites (Fig. 7).

60 12
11
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o 8
S 8
s 7w
P
45
6
40 5
4
35 3
0 2 4 6 8 10 12

HNTs weight percentage (%)

Fig. 7. Experimental results: Tensile strength (¢) (M) and strain at break (¢) () versus
HNTs weight concentration.

4.3. Comparison of experimental and computational results

Although FE simulations over predicted the experimentally
obtained E, both idealized and real structure based models showed
good agreement with the experimental results, especially at lower
HNTs concentrations (Fig. 3). The estimations of the E. by using
idealized and real structure based model have an accuracy ranging
from 8.7 to 14.98% and 5.8—10.3%, respectively (varying 2.5—10 (w/
w %) HNTs). The over prediction of numerical results can be
explained by the following reasons; (i) that the material properties
were assumed to be isotropic, (ii) the interface between fillers and
matrix is defined as perfectly bonded since meshed nodes are
shared by both fillers and matrix (Fig. 2(e)) and (iii) geometrical
simplification of the domains [12,19]. Therefore it can be concluded
that although some complexities have been omitted in the real
structure based model, this can also be used to predict E. in a
similar way to the real micro-structure based model (SEM images
stacked, computer generated RVEs). Contrary to the findings of Kari
et al. [17], it has been demonstrated here, that the aspect ratios of
HNTs have a strong influence on the E, since the real structure
based model (which consist of range of aspect ratios) predicted E.
more accurately than the idealized model.

5. Conclusion

A finite element (FE) based computational study was carried out
to predict the elastic modulus of PLA/HNTs nanocomposites and the
results were validated with experimental studies. The accuracy of
an idealized 3-D model with fixed aspect ratio and randomly ori-
ented HNTs was evaluated against an effective real structure-based
model, taking into account experimentally observed variations of
HNTs sizes, aspect ratios and impurities. It was found that the real
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Fig. 8. Scanning electron micrographs of PLA nanocomposites with (a), (b) 5 (w/w %) and (c), (d) 10 (w/w %) of HNTs. Arrows show the “micro-voids” formation due to the pulled-

out nanotubes. Circled part illustrates the aggregation of HNTs.

structure based model is more accurate compared to the idealized
model and Halpin—Tsai analytical model for all concentrations of
HNTs; for instance, elastic modulus of composites (E.) predicted by
real structure based model was 4.1% more accurate than the
idealized model at 10 (w/w %) of HNTs. Furthermore, parametric
studies were carried out to investigate the influence of the inclu-
sion type (models with hollow tube-like and cylinder-like re-
inforcements) as well as the RVE size (amount of nanotubes), and it
was found that the model with cylindrical reinforcements (repre-
senting HNTs) and at least 30 inclusions could efficiently predict
the E. of a polymeric nanocomposite reinforced by HNTs. Further-
more, stress and strain distributions of the FE models were ana-
lysed. This study demonstrated that the newly developed real
structure based model can be successfully adopted to predict the E.
of HNTs based nanocomposites.
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